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ABSTRACT 

Users of mobile tour guides often express a strong desire for the 
system to be able to provide information on arbitrary objects they 
encounter during their visit – akin to pointing to a building or 
attraction and saying “what’s that ?” to a human tour guide. This 
paper reports on a field study in which we investigated user 
reaction to the use of digital image capture and recognition to 
support such functionality. Our results provide an insight into 
usage patterns and likely user reaction to mobile tour guides that 
use digital photography for real-time object recognition. These 
results include the counter-intuitive observation that a significant 
class of users appear happy to use image recognition even when 
this is a more complex, lengthy and error-prone process than 
traditional solutions. Careful analysis of user behavior during the 
field trails also provides evidence that it may be possible to 
classify tourists according to the methods by which they prefer to 
acquire information about tourist attractions in their vicinity. If 
shown to be generally true these results have important 
implications for designers of future mobile tour guide systems. 

Categories and Subject Descriptors 

H.5.2 [Information interfaces and presentation (e.g., HCI)]: User 
Interfaces; H.5.1 [Information interfaces and presentation (e.g., 
HCI)]: Multimedia 

General Terms 

Human Factors. 

Keywords 

Mobile tour guides, mobile camera phones, object recognition, 
user experience, user evaluation.  

1. INTRODUCTION 
The ability to identify and provide information on arbitrary 
objects in a city is an important requirement for any mobile tour 
guide system. In essence, the idea is to be able to reproduce the 

act of pointing at an object (e.g. a building or statue) and asking a 
human tour guide “What’s that ?”.  In our experience of building 
and testing tour guide systems during the past six years this is an 
extremely common usage model and a feature that tourists often 
request – exceeding any desire users express for planned tours 
with heavily structured information.  

In [5] we reported on a technique for providing this functionality 
within the Lancaster GUIDE system. GUIDE provides a complete 
mobile tour guide including features such as descriptions of local 
areas, structured tours, messaging between tourists and interactive 
services (e.g. booking theatre tickets) [4]. The GUIDE approach 
to providing users with information about objects of interest that 
they see relies on a dialogue with users to identify the object in 
question. More specifically, when users see an object that is of 
interest to them they can ask the system to “Tell me about 
something I can see” [5]. The GUIDE unit then determines their 
approximate position (to within about 100m) and asks the user 
whether they are “looking at something close by or far away” 
(figure 1). From these two pieces of coarse grained information – 
an approximate location and the distance to the object of interest 
the system builds a set of thumbnails of likely objects. This list is 
shown to users who can then select the object that they are 
interested in and obtain further information about it from the 
system.  

 

Figure 1. Interacting with the GUIDE system to identify 

objects of interest. 

This system has a number of desirable properties – it obviates the 
need to attach physical tags to objects (e.g. RFID tags), does not 
require the construction of complex geometric models of the city 
and does not rely on highly accurate positional information. In 
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fact, as we point out in [5], no matter how accurate a positional 
fix one can obtain on a tourist it is usually impossible to identify 
uniquely the object that is the focus of their attention (consider, 
for example, a tourist standing at the top of a hill looking out over 
a city – one knows exactly where they are but has no idea what 
they are looking at).  

Reports of extensive trials of the Lancaster GUIDE system (e.g. in 
[4]) have shown that users respond well to this form of interactive 
dialogue with the system and that the system is usually able to 
provide users with the information they require, i.e. the system is 
able to include the correct object in the set of thumbnails it 
displays to the user. Moreover, users appear to accrue benefits 
from seeing the thumbnails of other objects of interest in the 
neighborhood of their target. 

Motivated by the widespread deployment of digital cameras in 
devices such as Personal Digital Assistants (PDAs) and phones 
and more recent results from the GUIDE project which report that 
user preferences have shifted from large form-factor devices with 
text and images to small form factor devices that use audio as the 
principle means of information delivery [3] in this paper we 
explore user reactions to the use of digital image capture and 
recognition techniques. If users are receptive to such technology 
then we can envisage creating mobile tour guides that have 
cameras as one of their principal input mechanisms – enabling 
guide systems with new form factors and interface designs to be 
developed.  

In particular, in this paper we investigate through field trials of a 
“Wizard of Oz” system users’ reaction to the use of digital image 
capture and recognition to identify objects of interest – allowing 
the system to answer “what’s that?” queries simply by the user 
taking photographs of the relevant objects. Whilst necessarily 
tentative in areas, the results of this work provide an insight into 
usage patterns and likely user reaction to mobile tour guides that 
use digital photography for real-time object recognition and 
highlight potentially critical issues for future design. These results 
include the counter-intuitive observation that a significant class of 
users appear happy to interact with the system by taking 
photographs of objects even when this is a more complex, lengthy 
and error-prone process than traditional dialogue based solutions. 
Careful analysis of user behavior during the field trails also 
provides evidence that it might be possible to classify tourists 
according to the methods by which they prefer to acquire 
information about tourist attractions in their vicinity. If shown to 
be generally true these results have important implications for 
designers of future mobile tour guide systems.  

2. METHODOLOGY 
We have chosen to study real tourists, but with an experimental 
system designed to investigate a particular issue: the usage 
patterns of camera-based “what’s that?” interaction.  We thus sit 
methodologically between controlled laboratory studies on the 
one hand and more open ethnographic approaches on the other. 
There is always a tension between ecological validity and analytic 
power and there is currently some debate over the merits of lab-
based versus field-based studies for evaluating the usability of 
mobile systems. It has been argued by other researchers in the 
mobile HCI community that “the added value of conducting 
usability evaluations in the field is very little” [8]. However, we 
would argue strongly that had our study not been ‘situated in the 

field’ we would not have observed the patterns of voluntarily use 
that were outside our expectations. 

There are of course limitations with such an approach: the 
practicalities of setting up an experiment in a ‘wild’ environment, 
obtaining sufficient feedback from busy users etc.  The last of 
these is particularly problematic since participating in our 
experiment requires real tourists to sacrifice precious vacation 
time. Whilst they may have volunteered to use the device for a 
while, it was clear that once they handed back the unit they 
considered the experience over and wanted to get away. With only 
a few hours to ‘visit’ Lancaster long post-use interviews were 
impossible, hence our analysis dwells strongly on the logged data 
as well as more qualitative findings.  

For similar reasons the average usage time was short (see section 
4.2), reflecting the tourists’ real ‘guerilla’ behaviour: short bursts 
at one activity before moving elsewhere.  However, as tourist 
guide systems are ‘walk up and use’, it is the first few minutes of 
use that are crucial; preferences and patterns of use are established 
quickly and as quickly forgotten when the device is returned. 

One of the problems therefore is how to get useful measurements 
at all.  In a laboratory we could create an artificial task, give 
subjects a variety of techniques to use and measure some form of 
performance for each.  However, for tourists the real issues 
involve a combination of performance, enjoyment etc. which are 
harder to evaluate.  Although we were administering a post-test 
questionnaire, we also wanted some more objective measures.  In 
part we obtained this by producing a system that could be used in 
both a location-based “what’s near?” mode similar to the 
conventional GUIDE dialogue and also a camera-based “what’s 
that ?” mode.  The tourists’ moment-to-moment choices between 
location and camera modes was thus a dependent variable in our 
experiment rather than an independent variable as it would likely 
be in a performance comparison. As this choice of mode is 
important to our experiment it is crucial that the design of the 
interaction does not unduly influence the tourists’ choices. To 
achieve this, the two interaction techniques were designed to be as 
similar as possible except in the crucial issue of camera vs. 
location based dialogue. This meant that we deliberately eschewed 
‘tweaks’ such as saving pictures and in general pared down the 
system as much as possible given the constraint of making it 
sufficiently useful and usable for real use. 

In a real system there would be many extra features that would 
alter use.  For example, if object recognition were a side-effect of 
taking a photograph, then we may see use of this as a form of 
incidental interaction [6].  For a more formative evaluation to 
improve tour guide systems in their entirety we would 
undoubtedly have looked at such features.  However, in this study 
our desire for a more controlled exploration of the use of image 
recognition led us towards greater control in the ecological 
spectrum. In summary, this is a study using real tourists but 
designed to explore a particular issue (the use of image 
recognition).  As such it has inherent limitations but we believe 
represents a methodologically necessary stage. 

3.  THE EXPERIMENTAL PLATFORM 
In order to examine the use of image recognition in future tour 
guides we developed a simple mobile tour guide application that 
could be used by city visitors (see Figure 2). The system offers 



very basic tour guide functionality: users can find out about 
objects of interest in one of two ways: 

1. engaging in a dialogue with the system using the 
GUIDE interaction model described in [5]. 

2. taking a photograph of the object of interest. 
 

Users were free to swap between the two modes of use at any 
time. In both cases the user is returned a set of images of possible 
matching objects. Tapping on one of these images provides more 
information (where available) in the form of textual and audio 
descriptions of the object (Figure 3). We reused elements of 
content we had developed for trials described in [3] and [4] and 
known to meet the needs of tourists. 

  

Figure 2. Prototype in use Figure 3. Information screen 

In this study we were specifically interested in examining user 
interaction issues for a system based on digital image capture and 
recognition rather than attempting to explore the use of specific 
image recognition technologies. As a result we adopted a “Wizard 
of Oz” approach to providing the required functionality. 
Specifically, photographs taken by the user were transmitted to a 
tablet PC where a researcher used a custom developed application 
called GECS (GUIDE Experimenter’s Control System) to 
dynamically select an appropriate candidate image set to return to 
the user. In this way we were able to adjust the perceived accuracy 
and timeliness of the recognition process in order to explore how 
these factors impacted user reaction. The same approach was used 
for returning candidate image sets in response to GUIDE style 
dialogue interactions – we did not use a GPS compass or wireless 
network for positioning but instead relied on observations to 
return an appropriate image set.  

We did not support additional functionality such as general 
information on an area, route-guidance, ticket booking or 
messaging; all of which have been deployed and evaluated by 
researchers in systems such as GUIDE [4].  

Hardware.  The Client used a PDA (HP iPAQ 5550) with built-
in 802.11 networking, an attached mobile camera (HP Photosmart 
Mobile Camera) with 320*240 resolution and an expansion-pack 
with a 4.66 GB PC card hard-drive to store the application 
content. The resulting tourist system (iPAQ and accessories) 
weighs approx. 400g with a battery life of approx. 2 hours during 
field trail conditions. We anticipate that the application could be 
ported to a camera phone without significant difficulty.  

The experimenter followed the tourist and carried a tablet-PC 
(Fujitsu-Siemens Stylistic ST5011), also with built-in 802.11 
networking. The PDA and the tablet PC communicated in ad-hoc-
mode, removing the need to have wireless network infrastructure 
in the area where the field trials were conducted. The tablet PC 
ran the GECS application that enabled the researcher to control 
many aspects of the experience of the user interacting with the 
mobile unit.  

Client Interface.  When users are first handed the unit they see 
the project logo and a welcome message that asks them to select 
from one of two modes of use for the system: location mode or 
camera mode (in the experiments described later in this paper 
each of these modes is explained to users before they are given the 
unit). Users can swap between the two modes at any point during 
the experiment.  

Location Mode. When this mode is selected it displays a 
welcome message explaining to the user that the unit “can tell you 
about objects that are around you” and asks the user to tell the 
system if they are looking at something nearby or faraway. 

Once the user makes an appropriate selection the welcome screen 
disappears and a new message appears telling the user that the 
system needs some time to work out their physical location and a 
wait-cursor is displayed. During this time the system sends a 
request for an image set to the tablet PC running the GECS 
application. Once an appropriate image set has been selected by 
the experimenter it is returned to the client. At this point the wait-
cursor disappears and the system explains to the user that there is 
more than one object that could be the subject of their enquiry and 
that they will need to identify the object themselves from a set of 
pictures. The user can then move through a list of pictures (one 
per screen) using Previous and Next buttons (see Figure 4). Once 
the user sees an image of the object that is of interest to them they 
can click on the image and will be taken to a screen that provides 
more information about that object in both textual and audio 
format (see Figure 3).  Users can then either continue to browse 
the image set or issue another query about an object that they can 
see.  

  

Figure 4. Location mode Figure 5. Viewfinder screen 

Camera Mode.  When this mode is selected it displays a welcome 
message, this time explaining to the user that they should “Press 
the ‘Take Photo’ button to take a picture of an object of interest”. 
When the user presses the Take Photo button a new screen is 
displayed with a 240*180 viewfinder window showing the current 
view of the camera and a new button labeled Take Shot that 



enables the user to take the photograph once the camera is 
pointing at the appropriate object (Figure 5).  

Once the user has taken a photograph it is displayed on the screen 
and the user is provided with an option to either take another 
photograph or to ask the system about the object in the 
photograph (by pressing a button labeled What’s this?) (Figure 6).  

 

  

Figure 6.  “What’s this?” Figure 7. Result collection 

At this point the system sends the photograph to GECS and 
requests an image set to display to the user. Once an appropriate 
image set has been selected by the experimenter it is returned to 
the client and, after a configurable delay, a new screen appears 
telling the user that the system could not uniquely identify the 
object they photographed and that they should select the correct 
object from a set of images they will be shown (Figure 7). The 
user interaction for browsing through the image set, obtaining 
further information and returning to earlier screens in this mode is 
similar to that described in the previous section on location mode. 

The GECS Application.  This provides facilities for the 
researcher controlling the experiment to return appropriate 
responses to the mobile unit based on user requests. The 
experimenter can select appropriate image sets to return to the 
client as a result of a query in either location or camera mode. 
These image sets are chosen from a list of possible image sets 

created prior to the experiment using a separate tool to construct 
image sets from collections of photographs, text and audio data. 
Each image set is a small collection of entries (typically 5) with 
each entry consisting of an image and links to further information 
about that image. The perceived accuracy of the system’s 
responses to requests can be adjusted by returning more or less 
appropriate image sets. In addition, GECS allows responses to be 
delayed by a specified number of seconds – simulating processing 
delays. 

4.  FIELD TRIAL 

4.1  Objective and Method 
Our aim was to gain early insight into user reaction to the use of 
digital image recognition to identify objects in an electronic tour 
guide. To help provide a reference point for assessing user 
reactions to image recognition we designed our experiment to 
enable us to capture user preferences for the two modes described 
above. 

We followed broadly the same experimental methodology 
successfully used for GUIDE trials [3], [4] in which a 
combination of observation, experimental log data and semi-
structured interviews were used to capture data. 

The experiments were conducted by researchers operating in 
pairs. One researcher was the primary interaction point for 
visitors: making introductions, explaining the system to the 
tourist, helping them with problems, observing their behavior and 
conducting the post experiment interview. The second researcher 
acted as the “wizard”, controlling the experiment through GECS. 
In the remainder of this paper we will refer to the researchers as 
the observer and the GECS operator respectively. 

Tourists were selected at random in an area that includes a 
number of tourist attractions (e.g. a Castle, a Priory and a 
Museum) as well as the Tourist Information Centre which we 
used as a base for our work. Of those tourists we stopped and 
asked to participate in a trial of the new system roughly 50% 
agreed and hence the subjects are, inevitably, self-selecting to 
include only those with an interest in trying a new electronic 
guide. This is likely to be reflected in generally more positive 
responses than might be the case with a truly random selection of 

Table 1.  Frequency analysis for final preference against start mode, end mode and time spent in each mode,  

(a), (b) & (d) n.s., (c) sig. p<0.005 (Chi sq. = 12.98, 3 df.) 

 Preference →→→→ 

 
Location Camera Not Sure 

Only Used 

One 

Location 7 4 2 3 (a) Start Mode 

Camera 3 6 0 2 

Location 5 4 0 3 (b) End Mode 

Camera 5 6 2 2 

Location 9 1 1 3 (c) >50% time 

in mode Camera 1 9 1 2 

No errors 4 6 0 4 (d) Error 

condition Errors 6 4 2 1 

 



tourists. We did not select on the basis of age, gender or whether 
the visitor was alone or in a group. 

Once the subject had agreed to participate they were given a brief 
introduction to the system by the observer. The different modes 
were explained to the subject and they were told they could use it 
for as long as they would like to explore the local area. The aim of 
the experiment was stated only as being to gain user feedback on 
the new system. The GECS operator was introduced as a 
colleague who would be helping with the experiment. During the 
briefing the subjects were always told that “the system” would 
perform the image recognition, etc. – the role of the GECS 
operator in the actual performance of the system was not 
mentioned. This is because we were concerned that subjects 
would respond differently (and have different expectations) if they 
felt a human rather than a machine was doing the recognition – 
though we did not attempt to test this hypothesis.   

Subjects were then handed the unit and were free to explore the 
area. The observer remained with the subject to help with any 
difficulties that they may experience and to observe the subject’s 
behavior. The GECS operator retreated to a discrete distance 
(typically about 15m) which they maintained throughout the 
experiment, following the subjects when they explored the area. 
We conducted a range of experiments involving returning image 
sets designed to simulate image recognition algorithms of varying 
degrees of accuracy and latency but in all cases the parameters 
were fixed throughout the duration of an individual experiment 
with a subject, i.e. subjects experienced consistent levels of 
performance from the system.  

At the conclusion of the experiment subjects were asked a series 
of questions designed to provide data on their overall impression 
of the system and specifically on their reactions to each mode of 
operation. Demographic information (age, gender and solo or 
group tourist) was also captured. At this point, with the 
experiment and data capture complete the subjects were debriefed 
and the role of the GECS operator explained. Finally, once the 
subjects had departed the observer completed a separate 
questionnaire relating to their observations of the subject and the 
environment (weather, unusual events, level of activity in the area 
etc.) during the experiment. 

4.2 Results 
Participation.  We recruited a total of 27 participants for our 
study: 6 female, 21 male with a wide range of ages including one 
septuagenarian. Some of the participants (16) were alone while 
others (11) were in groups. Note, we did not try to balance 
gender, age, cultural background, etc., in the experiment. This is 
because the range of factors is too large in a group of real tourists 
to effectively balance and because we rely on volunteers. In 
practice we did not notice a significant difference in behavior 
between females and males when using the system. All the 
subjects were visitors to the city and unfamiliar with the tour 
guide system. Subjects interacted with the system for an average 
of 6 mins. 37 secs. but there was a significant deviation up to 14 
minutes in total.  

In all but one case the subjects remained totally unaware of the 
role of the GECS operator in the experiment. When debriefed 
most subjects expressed genuine surprise that the image 
recognition was not being carried out by the system. The only 

subject that enquired about the role of the GECS operator during 
the experiment was a Psychology student who guessed that the 
operator was playing an active role in the experiment but assumed 
it was that of an observer. 

 

Overall Mode Usage. 22 out of 27 subjects used both the 
location mode and the camera mode. 16 started with location 
mode and 11 with camera mode. Overall 74% of subjects 
expressed a preference for either the location mode or the camera 
mode with the remainder being either unsure of which mode they 
preferred (7%) or having used only one mode during their trial 
(19%). Those who expressed a preference were divided exactly 
equally between the two modes.  We detected no relationship 
between the mode that the subject started with and the mode they 
said they preferred when interviewed at the end of the experiment 
(Table 1.a). However, with this and other results it should be 
noted that with the numbers of participants only large differences 
would be statistically detectable. 

Similarly, there was no statistically significant relationship 
between the mode the user finished on and the mode they said 
they preferred (see Table 1.b).  This is interesting as it would have 
been reasonable to find that subjects having made a preference 
choice would only use that mode.  In fact even when users 
expressed a preference in words and use they continued to use 
both modes. 

A total of 5 subjects used only one of the modes, with 3 only 
using the location mode and 2 only using the camera mode. Most 
subjects switched mode only once during the course of the 
experiment but 22% swapped more than once – the maximum 
number of swaps between modes was 4 by a female subject aged 
between 18 and 30, and a male subject aged between 30 and 40. 
This is important as one potential problem would have been if 
users simply became comfortable with the mode they first used 
and therefore did not make any real choices. We did find a 
significant statistical relationship between the mode that the user 
spent the most time in and the mode they said they preferred 
(Table 1c). 

Camera Mode. In general subjects were enthusiastic about the 
use of the camera mode with 37% stating that this was their 
preferred mode of operation. Subjects did not appear to have any 
difficulty in using the system to take photographs even though the 
system was not familiar to them. However, we did note that the 
unusually bright sunlight present during the field trial caused 
some subjects to have difficulty seeing the screen on the PDA. 
This was a particular difficulty when taking photographs since the 
screen acted as the viewfinder for the camera and hence users had 
to see the screen to determine what they were photographing – 
furthermore, the necessity to point the unit at the object to be 
photographed meant that subjects could not freely adjust the 
viewing angle as they would when using the PDA normally.  

The HP camera supports manual focusing but we set this to 
infinity and users did not need to adjust this. While the camera 
could be rotated to enable, for example, the PDA to be held 
horizontally we did not explicitly inform users of this fact and 
hence in general they held the unit vertically in an outstretched 
arm as shown in Figure 2.  

We recorded all photos taken by users (examples shown in Figure 
8) and noticed a strong degree of similarity between the photos 



taken by different users. We started the experiments in two 
distinct locations – outside the Tourist Information Centre and 
adjacent to the Shire Hall entrance to the Castle. In the former 
case users almost always took an initial photograph of the main 
entrance to the Castle (the most striking object likely to be of 
interest to a tourist in the area) while in the latter case there was 
more variety in the ordering but many attractions such as the 
Priory appeared in the sets of photographs taken by different 
subjects. This high degree of similarity between the photographs 
taken by tourists gives us confidence that using image recognition 
techniques to identify objects automatically is a tractable problem.  
Again, we observed no significant differences in behavior on the 
basis of age or gender.  

The Castle The Priory 

  

  

  

  

 

 

Effect of Errors in Image Recognition. We wished to investigate 
whether introducing simulated errors into the recognition process 
would affect subject’s reaction to the camera mode. For a total of 
13 subjects we simulated errors in the recognition process and 
returned image sets in which the image of the target object 
appeared 3rd in the list of returned images. In such cases users had 
to click through a series of incorrect responses to find their target 
object in the image set (recall that we only display a single 
candidate image on each screen and provide the user with 
Previous and Next buttons for navigation). We were unable to 
detect any significant statistical relationship between error rates 
and final preferences as expressed by the user (Table 1.d). Whilst 
the power of Chi squared test is low for this number of subjects, 
the balance in usage and preference noted previously makes it 
surprising that differences in usability due to higher error rates 
does not lead to substantial and thus measurable differences. This 
statistical result is backed up by our own observations of user 
behaviour – even when errors were introduced this did not seem 
to affect a subject’s perception of the system. 

Location Mode. In common with subjects that used the camera 
mode there was a generally positive reaction to the location mode 
– 37% of subjects preferred this mode of operation (exactly the 
same percentage as favored the camera mode). Subjects requested 
information on objects close by in 71% of the total number of 
requests. This is in keeping with experiences reported for the 

original GUIDE system in which subjects tended to use this 
feature to obtain information on objects close by.  

During our observations of subjects using the location mode it 
became clear that they were not using the system in the way that 
we had expected. In particular, our expectation had been that 
subjects would use the system to find out information about a 
specific object that they could see – providing them with an 
answer to the question “tell me more about something I can see?”. 
However, our observation is that subjects did not use the mode in 
this way but instead used it to provide a “comprehensive” list of 
objects of interest in their location (either near-by or far-away). 
We are basing this conclusion on responses to interviews, 
observations and log data. Firstly, we note that during the 
interviews subjects frequently made statements to the effect that 
the location mode was good because it told you about things that 
were near-by. One subject even claimed that it would be good for 
“lazy people” since they wouldn’t have to issue a specific query to 
the system. When we observed users interacting with the system it 
was clear they did not identify an object in the real world and then 
try and find out about it using the location mode but rather used 
the location mode to find a list of possibly interesting objects that 
they then endeavored to locate in the real world. Finally, our log 
data reveals that in 69% of cases the image sets returned as a 
result of a query in location mode are viewed in their entirety 
whereas this is only true for 35% of queries issued in camera 
mode. This suggests that in location mode the users are not 
searching for a specific object but rather are browsing through the 
list of returned images looking for objects of interest.    

Other Feedback. General feedback from participants was 
extremely positive - several people enquired where they could buy 
the system or whether it was available for hire from the Tourist 
Information Centre. One older subject – a local woman who 
observed us conducting experiments and wanted to try the system 
- commented that she would feel vulnerable carrying this 
equipment in a busy city but once it was explained that such a 
system could be built into her mobile phone her fears seemed to 
be allayed (note that we did not use this subject in our data sets 
since she was not a tourist and was herself working on a project 
using GPS traces as a form of art).  

Finally, we observed the same reluctance to use headphones 
reported in [3]. During our experiments none of the subjects 
wanted to use headphones despite the fact that the audio was 
extremely quiet and subjects often had to hold the PDA to their 
ear in order to hear the audio properly.  

4.3 Discussion 
The results we have presented clearly need to be treated with 
some caution – while the sample size (27 subjects) is certainly 
comparable with many previous trials of context-aware tour 
guides, the size is rather small to base any significant conclusions 
on. The novelty of using new technology will also clearly have 
played a part in the user response to the system as will the desire 
to be polite when responding to questions. Furthermore, we 
cannot claim that the subjects actually used the system as part of 
their normal tourist activities: the duration of the trials was 
determined by the subjects themselves but it is clear that the 
subjects were not really using the tour guide units to explore the 
area. Rather they were experimenting with the technology and 
providing an initial impression of the system. Finally, we observe 

Figure 8.  Examples of photographs of the same object  

taken by different subjects 



that the trials were conducted during an unusually warm and 
sunny spell which may account for the good nature of many 
visitors.  

Despite the lack of experience of long term use of the system it is 
interesting to note that the vast majority of tourists quickly formed 
a strong opinion as to which mode they preferred. Indeed, only 
26% were either unsure of which mode they preferred or used 
only a single mode. Of those that did express a preference the 
subjects were divided equally between the two modes we offered. 
User’s total usage times varied considerably and we did not 
observe any significant relationship between total usage time and 
mode preference.   

One of our original aims had been to provide two functionally 
equivalent methods of identifying an object (i.e. using a camera 
and engaging in a dialogue with the system) in order that we 
could determine which of these methods users preferred. 
However, our observations and data have led us to believe that the 
functionality of these modes was not perceived by subjects as 
being the same. Specifically, subjects saw the camera mode as 
performing object identification while the location mode simply 
provided a means of browsing information on the local area. Thus 
the modes were used in different ways and the question of 
preference in reality appeared to include a component that tested 
whether subjects preferred to explore an area on their own or to be 
presented with a list of available information – with half of the 
subjects expressing a preference for each. 

The fact that tourists can be divided into two distinct classes that 
expressed these traits should not have come as a surprise to us – 
in earlier GUIDE systems it is reported that while some tourists 
wished to navigate the city using a map a significant number 
preferred to be given detailed route guidance instead. 

More interestingly, we note that those users who expressed a 
preference for the camera mode did so despite the fact that the 
camera mode was clearly more difficult to use and more time 
consuming than location mode. Moreover, the camera mode often 
returned a larger resulting image set and this set contained images 
that were similar in appearance to the target image rather than 
necessarily relating to the same location. Thus, with the exception 
of the image of the target, the image set was less generally useful 
to subjects. Indeed, even when we introduced errors into the 
perceived recognition process – returning an image of the target 
object much later in the image set – and added simulated 
processing delays of up to 30 seconds this did not seem to affect 
the distribution of users opting for each of the different modes.   

We believe that we can draw a number of important lessons from 
the work described in this paper: 

1. A significant number of tourists (37%) embraced the use of 
digital images for object identification despite the fact that it 
required extra effort and had significant disadvantages 
compared to a dialogue-based system. 

2. Tourists enquire about many of the same objects in a given 
area and take similar photographs from which they expect the 
system to be able to identify the object.  

3. Testing subject preference for one method of identifying 
objects over another is difficult in isolation – the absence of 
other tour guide features such as tours and information 
overviews impacted the way in which users interacted with the 

system. For example, in the original GUIDE system an 
alternative mechanism was used to provide tourists with an 
overview of a location and its attractions without  necessitating 
the user to engage in the dialogue described in this paper [4]. 

4. Tourists appear to be classifiable by their underlying approach 
to information discovery: those who wish to discover new 
information about objects they find in the physical world and 
those that wish to browse information and then find 
corresponding objects in the physical world.  

We also note that our initial concerns that subjects would be 
unable to use the technology or take good quality photographs 
using a PDA and attached camera appear to have been unfounded.  

5.  RELATED WORK 
Research in mobile tour guides has continued at a rapid pace since 
the early work of Georgia Tech on the CyberGuide project [9]. 
The most comprehensive system developed to date is the GUIDE 
system at Lancaster [4] and our work builds on many of the ideas 
from GUIDE. Other tour-guide systems have targeted specific 
domains such as museums [7]. A summary of work in the area of 
mobile guides can be found in [2]. 

Work on understanding user interfaces for tour guide systems has 
often been an integral part of projects in this area but has received 
particular attention from Aoki and Woodruff who suggested 
adopting a task-oriented design approach for dealing with object 
selection [1]. The three sub-tasks identified by Aoki and 
Woodruff are determining the user’s location (location), 
identifying which objects users are expressing a tentative interest 
in (intimation) and identifying which objects users have selected 
(selection). For the location mode there is a clear mapping to 
these tasks (this is perhaps unsurprising since the GUIDE system 
is cited in [1]): location is performed by the “Wizard of Oz” 
system pretending to provide GPS functionality; intimation is 
through pressing the Nearby or Far away buttons and selection is 
through clicking on an appropriate image from the returned image 
set. There is no direct mapping to the camera mode in the current 
system, though there is of course an implicit assumption that the 
location is Lancaster. In future implementations a location system 
could be used to provide fine-grained location information that 
would assist in providing context for the image recognition 
system. However, we would not expect to have clearly identifiable 
intimation and selection sub-tasks. We do not consider this to be a 
significant problem with our system despite some of the issues 
raised in [1].  

Davis at Berkeley is using camera phones, contextual information 
such as location and image similarity algorithms to assist users in 
automatically creating meta-data for their digital photographs 
[10,11]. Clearly there are similarities in the underlying system 
requirements – Davis needs to identify objects in order to know 
which meta-data to return to the user while we need to identify the 
object in order to provide tourist information. We anticipate that 
many mobile applications will have these requirements and that 
image processing for similarity or recognition purposes will 
become common network services that can be used by a wide 
range of mobile applications. 

6. CONCLUSIONS 
This paper reported on a field trial to investigate user response to 
the use of digital image capture and recognition for object 
identification in a mobile tour guide system. Our results show a 



good level of acceptance of such technology with half of those 
subjects that expressed a valid preference choosing this form of 
interaction and no subjects reporting any problems with using the 
technology. Our results also show that the problem of image 
recognition for mobile tour guides is likely to be tractable – 
images of the same object have a high degree of similarity when 
taken by different tourists and, crucially, tourists appear to be 
forgiving of errors and delays when using image recognition 
technology. However, our trials also highlighted that a significant 
number of tourists preferred to browse their location for objects of 
interest and are likely to be unsatisfied with a system that provides 
only object identification based on image recognition. This has 
led us to speculate that it may be possible to classify tourists 
based on their preferred approach to information discovery while 
exploring a new city. As an item of future work we wish to 
explore this in more detail, for example, is one class driven by 
exploration in the physical world and the other by exploration in 
the virtual? 

In conclusion, our results show that developers should not be 
concerned about user acceptance of digital image recognition 
techniques for object identification. However, developers should 
ensure that future mobile tour guide systems support both 
exploratory and browsing modes of information discovery. In 
essence, systems need to support answers to two distinct 
questions: “What’s that?” and “What’s here?”. 
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